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� The limitation of the EDC combustion model in low turbulence conditions is argued.
� A hybrid combustion model applicable over the whole Reynolds range is introduced.
� The importance of molecular diffusion at low Reynolds number is shown.
� The simulation results are in good agreement with experimental data.
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a b s t r a c t

A novel hybrid gas phase combustion model suitable for low as well as high turbulent combustion con-
ditions is proposed. In particular, in the region above the fuel bed of small-scale biomass combustion
plants, gas phase mixing is highly influenced by laminar and low turbulence zones. Here, the eddy
break-up combustion models are not valid because they were originally developed for highly turbulent
flows. Therefore, a CFD gas phase reaction model applicable over the whole Reynolds range from laminar
to turbulent flows is developed. It is a hybrid Eddy Dissipation Concept/finite rate kinetics model which
calculates the effective reaction rate from laminar finite rate kinetics and the turbulent reaction rate and
weights them depending on the local turbulent Reynolds number of the flow. To validate the proposed
model, comparisons are made with experimental data for a series of jet flames covering laminar, transi-
tional, and turbulent flow conditions. The simulation results show that the prediction of flame can be
improved with the proposed hybrid combustion model.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

The production and supply of energy is one of the greatest
concerns of human society. With regard to the facts that the fossil
fuel resources are depleting rapidly, the necessity to find new en-
ergy resources is indispensable. During recent decades, the share
of energy production by biomass combustion plants has been
growing, because biomass is a CO2 neutral source of energy in a
sustainable agriculture/forestry system [1]. CFD modelling is
becoming increasingly important for the development and optimi-
sation of biomass combustion plants. Here, gas phase combustion
models play a key role concerning predictions of flow, tempera-
ture, and gaseous emissions (e.g. CO).

The eddy break-up models (EBU) are the most prevalent Rey-
nolds Averaged Navier–Stokes (RANS) based combustion models
which have been successfully applied for a variety of combustion
plants [2–4]. The popularity of the EBU combustion models come
from their low computational costs especially for industrial appli-
cations in the context of RANS simulations. However, the empirical
constants in the EBU models are not universally valid and need to
be adapted depending on the application [5,6]. The EBU model first
was proposed by Spalding [7] and later modified by Magnussen
and Hjertager [8]. The main assumption of the EBU model is based
on infinitely fast chemistry and assumes that the reaction rate is
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Nomenclature

Cj,r molar concentration of each reactant and product
species j in reaction r (kg mol m�3)

Cc EDC model constant (–)
CD1 EDC model constant (–)
CD2 EDC model constant (–)
Cs EDC model constant (–)
d jet diameter (m)
Di,m diffusion coefficient for species i in the mixture (m2 s�1)
Dt turbulent diffusivity (m2 s�1)

J
!

i diffusion flux of species i (kg m�1 s�1)
Kf,r forward rate constant for reaction r (s�1)
Kb,r backward rate constant for reaction r (s�1)
k turbulent kinetic energy (m2 s�2)
Mw,i molecular weight (kg kmol�1)
N number of species
NR number of reactions
Re Reynolds number (–)
Ret turbulent Reynolds number (–)
Ri net rate of production of species i by chemical reaction

(kg m�3 s�1)
Ri;r molar rate of creation/destruction of species i in reac-

tion r (kg mol m�3 s�1)
Sct Schmidt number (–)
T temperature (K)

Tr time scale ratio (–)
Yi mass fraction of species i (–)

Greek symbols
e turbulent dissipation rate (m2 s�3)
c length fraction of EDC fine scales (–)
m kinematic viscosity (m2 s�1)
m0i;r stoichiometric coefficient for reactant i in reaction r (–)
m00i;r stoichiometric coefficient for product i in reaction r (–)
q density (kg m�3)
sEDC EDC time scale (s)
~t velocity vector (m s�1)
lt turbulent viscosity (kg m�1 s�1)

Subscript
b,r backward reaction
EDC Eddy Dissipation Concept
FRK finite rate kinetics
f, r forward reaction
i species index
r reaction
t turbulent
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controlled by turbulent mixing [8]. The Eddy Dissipation Concept
(EDC) is an extended version of EBU model developed by Magnus-
sen [9] which can incorporate detailed chemistry calculations in
turbulent combustion. However, in the region above the fuel bed
and in small-scale biomass combustion applications (size-ran-
ge < 500 kWth), the gas phase mixing and reaction progress is
highly influenced by laminar and low turbulence zones. Here, the
EBU gas phase combustion models, which are originally developed
for highly turbulent flows, are not valid, leading to wrong predic-
tions of the reaction progress and wrong concentrations of gas spe-
cies (CO, NOx species, etc.).

The EDC, which enables the consideration of the complex
interaction of turbulence and detailed reaction kinetics, was ta-
ken as a basis for the development of a general gas phase com-
bustion model applicable for the entire Reynolds-number range
of flows. However, gas phase combustion models like the EDC
are originally developed for high-Reynolds-number conditions.
The EDC is based on the turbulent energy cascade, which means
that larger eddies break up into smaller eddies, and the reactions
take place in the so-called fine structures, where the fluid is
mixed on a micro-scale.

In biomass grate furnaces, in particular above the fuel bed,
the flow is in the low Re range. Here, the flue gas varies from
0.5 to 2 (m/s). Moreover, in small-scale combustion plants (up
to 100 kW), even the exit Reynolds number of the secondary
air jets may be in the laminar to transition region. Therefore,
the prediction of the flue gas species and temperature strongly
depends on the CFD gas phase combustion model applied. In
the EDC, the prediction mainly depends on the turbulent quanti-
ties k and e, where a large error on the predictions is imposed
when the flow approaches low Reynolds conditions. Here, it is
important to simulate the combustion progress by the pure fi-
nite rate kinetics model.

Therefore, an advanced gas phase reaction model has to be
developed which is sensitive regarding local flow conditions. The
model should reliably distinguish between the mixing or
kinetically dominated zones. Hence, a novel hybrid gas phase
combustion model which utilizes combined finite rate kinetics
and EDC combustion models is presented in this work. The hybrid
model was implemented in ANSYS� FLUENT�.

The model development was done based on the simulation of
measured jet flames by Barlow and Frank [10] (Sandia flame D as
well as flame A with a jet Re number of 1100 and flame B with a
jet Re number of 8200). Since it is well-known that k–e models
over-predict the spreading rate of round jets, the model constants
were modified in order to minimize additional effects influencing
gas phase combustion modelling. Furthermore, at low-turbulent
combustion regimes the description of the reaction kinetics is of
high relevance since it has a considerable influence on the simula-
tion results.

During typical biomass combustion conditions with air staging
the most relevant components released are H2O, CO2, CO, H2, and
CH4 [11–13]. All these species are also relevant during Methane
combustion [14,15]. Moreover, the combustion model developed
can be applied together with any reaction mechanisms, which of
course has to be validated for the target application. Currently,
the Skeletal Kilpinen97 mechanism [16] which has extensively
been validated for biomass combustion conditions is being applied
[17] for biomass grate furnaces. Hence, the reduced DRM-22 reac-
tion mechanism [15] was selected based on the simulation of San-
dia flame D.

At low-Re conditions the influence of molecular diffusion on
mixing becomes comparable to the influence of turbulent diffu-
sion. Therefore, the diffusion of each gas species in the mixture
was taken into account and compared with the conventional ap-
proach (constant value for the diffusion of the species in the mix-
ture) for the simulation of flame A (Re = 1100) and B (Re = 8200).
While the EDC together with the differential-diffusion (diff-diff)
approach gave a good agreement with measurements for flame B
with moderate turbulence, it failed to predict the laminar flame
A. With finite rate kinetics (FRK) good results could be achieved
for flame A. Since it could be shown that the EDC is not valid below
turbulent Reynolds number of 64 [18], a hybrid EDC/FRK model is
introduced. The model calculates the reaction rates with the FRK
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and the EDC and finally an effective reaction rate is calculated with
weight functions in dependence of the turbulent Reynolds number.

2. Methodology

Since the hybrid model is a combination of the FRK and the EDC
model, a brief description of both models is given first. Next, the
limitation of the EDC especially at low turbulent conditions is
investigated. Finally, the hybrid model is introduced which com-
bines the FRK and the EDC model with a weighting factor in depen-
dence of the local turbulent Reynolds number of the flow.

2.1. Finite-rate kinetics

The FRK model computes the chemical source terms using
Arrhenius expressions, and ignores the effects of turbulent fluctu-
ations [19]. For a multi-component system, the species mass con-
servation equation is defined as follows;

@

@t
ðqYiÞ þ r � ðq t!YiÞ ¼ �r � Ji

!þ Ri ð1Þ

where q is the mixture density, Yi is the mass fraction of species i,~t
is the velocity vector, J

!
i is the diffusion flux of species i due to con-

centration gradients, and Ri is the net rate of production of species i
by the chemical reactions. The net reaction source of chemical spe-
cies i is computed as the sum of the Arrhenius reaction sources over
the NR reactions that the species participates in [19]:

ðRiÞFRK ¼ Mw;i

XNR

r¼1

Ri;r ð2Þ

where Mw,i is the molecular weight of species i and Ri;r is the Arrhe-
nius molar rate of creation/destruction of species i in reaction r.

The molar rate of creation/destruction of species i in reaction r
(Ri;r in Eq. (2)) is determined:

Ri;r ¼ m00i;r � m0i;r
� �

kf ;r

YN
j¼1

½Cj;r�g
0
j;r � kb;r

YN

j¼1

½Cj;r �m
00
j;r

" #
ð3Þ

where N is the number of chemical species in the system, v 0i;r is the
stoichiometric coefficient for reactant i in reaction r, v 00i;r is the stoi-
chiometric coefficient for product i in reaction r, kf,r is the forward
rate constant for reaction r and kb,r is the backward rate constant
for reaction r, Cj,r is the molar concentration of species j in reaction
r, and g0j;r is the rate exponent for reactant species j in reaction r.

2.2. EDC gas phase combustion model

The EDC is based on the turbulent energy cascade, which means
that larger eddies break up into smaller eddies and the reactions
take place in the so-called fine structures, where the fluid is mixed
on a micro-scale. In the EDC the fluid is divided into the volume
fraction of the fine structures c⁄ = c3, where the reactions take
place and the volume fraction c0 = (1 � c3) of the surroundings,
which are considered as inert.

The length fraction c of fine scales is modelled as:

c ¼ Cc
me
k2

� �0:25

ð4Þ

where Cc is

Cc ¼
3CD2

4C2
D1

 !0:25

¼ 2:1377; with CD1 ¼ 0:134; CD2 ¼ 0:5 ð5Þ

The time scale for the mass transfer from the fine structures to
the surrounding fluid (and the residence time in the fine scales) is:
sEDC ¼ Cs
m
e

� �0:25
with Cs ¼

CD2

3

� �1=2

¼ 0:4082 ð6Þ

Here, m is the kinematic viscosity; e is the turbulent dissipation
rate and k the turbulent kinetic energy.

The length fraction and the time scale sizes in terms of turbu-
lent Reynolds number (Ret = k2/me) can be written as following:

c ¼ CcðRetÞ�1=4 ð7Þ

and

sEDC ¼ CsRe�1=2
t

k
e

ð8Þ

There are two different approaches for the mean average reac-
tion rate. The first one is c3/s [9], while the expression c2/s has
been used in recent papers [20,21]. The later expression is derived
assuming that the fine structures exchange mass mainly with fine
structure regions and not with the whole surrounding flow [20].
Therefore, the source term in the species mass conservation equa-
tion (Eq. (1)) for the mean species i based on the recent formulation
is modelled as [20];

ðRiÞEDC ¼ q
c2v
sEDC

Y�i � Y0
i

� �
ð9Þ

where the term v is a parameter that expresses the probability that
the conditions are suitable for reaction to occur in the fine struc-
tures. Y0 is the surrounding mass fraction of species i and Y⁄ is the
fine structure mass fraction of species i. Gran [20–22] proposed that
by setting the value of v = 1, the amount of reaction is controlled by
the chemistry. The relation between the mass-averaged state and
the surrounding species mass fraction is computed as [20]:

Yi ¼ c3Y�i þ ð1� c3ÞY0
i ð10Þ

The surrounding species mass fraction can be obtained from Eq.
(10) as following:

Y0
i ¼

Yi � c3vY�i
ð1� c3vÞ ð11Þ

Now by substituting the surrounding species mass fraction (Eq.
(11)) into Eq. (9), the final expression for the mean chemical reac-
tion rate can be re-written as following:

ðRiÞEDC ¼
qc2

sEDCð1� c3Þ Y�i � Yi
� �

ð12Þ

The reactor condition in (Eq. (12)), is found from the mean values of
mass fractions and enthalpy, assuming no pressure changes be-
tween surrounding and fine structure [23]. In the original formula-
tion of the EDC [8,9] the fine structures are treated as well stirred
reactors (WSR). This circumstance may lead to convergence prob-
lems during the iterative solution of the high non-linear algebraic
equation system and causes a considerable numerical effort. It
was shown [23] that a plug flow reactor (PFR) model can be imple-
mented in the EDC instead of a WSR, which leads to a considerable
simplification of the numerical solution process. An integration of
the reaction rates over the residence time (or reaction time) in
the fine structures via a time-stepping method can then be used
for the calculation of the fine structure values. This is the current
formulation of the EDC implemented in the CFD code ANSYS�

FLUENT�.

2.3. EDC model sensitivity analysis

The EDC was originally developed for high Reynolds combus-
tion flows. The main assumption of the model is that the reaction
takes place in the so-called fine structures, which are in the order
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of the Kolmogorov eddy scale, where the dissipation occurs. The
EDC model was derived based on the cascade model for highly tur-
bulent flows. Magnussen [8,9] presented the EDC cascade model
with a characteristic frequency or strain rate, whereas the mechan-
ical energy transfers from the mean flow to heat. In the EDC cas-
cade model for the transport of mechanical energy and thermal
energy from preceding level to the following one, a constant [24]
has been introduced. However, for simplicity, the model assumed
all constants at each level are the same. Besides, the numerical val-
ues for the model constants are derived based on an analogy with
the k–e turbulence model constants [24]. However, the applicabil-
ity of the k–e turbulence model in low Reynolds number flows is
with uncertainties [25]. Thus, the choice of numerical values for
the EDC model constants, indeed, affects the local combustion-rate
predictions [24].

The main difference between two turbulent flows with different
Reynolds numbers but with the same integral scale is the size of
smallest eddies. A turbulent flow at a relatively low Reynolds num-
ber has a relatively ‘‘coarse’’ small-scale structure [26]. Hence at
low Reynolds flow conditions, where large and small scales of tur-
bulence are very close to each other, the applicability of the EDC
model should be revised.

The influence of the EDC model constants has been reported in a
few recent works [18,27–30]. Rehm et al. [27] reported the capabil-
ity of the EDC for gasification modelling. They found that Cs had al-
most no impact whereas the Cc had a strong impact on the mean
reaction rate and their results were improved by increasing of
the Cc constant. De et al. [18] performed a systematic EDC model
sensitivity concerning the model constants. The outcomes of their
study indicated that the EDC is not valid below the turbulent Rey-
nolds number of 64. They simulated a jet in a hot co-flow and
found too early ignition with the standard EDC model constants.
They showed that the predictions could be improved if the Cs is in-
creased to 3 and Cc is decreased to 1.0. Graça et al. [28] simulated a
reversed flow small-scale combustor with the EDC and found a de-
layed ignition with the standard model constants. They demon-
strated the dominating role of Cc to improve the results in
comparison with experiments. Shabanian et al. [29] confirmed
the outcomes of De et al. [18] and used the modified Cs constant
proposed by [18,30] for the simulation of an ethylene jet flame in
diluted and heated oxidant stream combustion conditions. They
displayed that a modified EDC leads to reasonable results with rel-
atively low computational effort.

Therefore, based on the above explanation, it is of interest to
investigate the sensitivity of the predicted reaction rate to the
model constants Cs and Cc. The model constant Cs appears as a
multiplication factor in the EDC time scale (Eq. (6)) as well as in
the reaction rate term (Eq. (12)). In the EDC model, the reaction
rate for the chemical species was assumed to be a linear function
of the mass transfer between fine structures and surroundings
= 0.75
Ret = 64

Ret (-)

Fig. 1. Dependence of c (Eq. (7)) (left) and Tratio (Eq
[24]. However, it is clear from (Eq. (12)) that the characteristic time
scale in the EDC model is larger than sEDC:

1
smix
¼ c2

ð1� c3Þ
1

sEDC
ð13Þ

Now, by definition of the time scale ratio (Tratio), Eq. (13) can be
rearranged as following:

Tratio ¼
sEDC

smix
¼ c2

ð1� c3Þ ð14Þ

From a physical point of view, the mixing time scale smix should
be greater than the EDC time scale. Therefore, for consistency, T
(and c) should be lower than one:

Tratio ¼
c2

ð1� c3Þ < 1) c < 0:75 ð15Þ

This implies that the fine scale length fraction (Eq. (4)) should
be less than 0.75. Now by re-arranging Eq. (4) in terms of turbulent
Reynolds number (Eq. (7)), the following expression can be
obtained:

CcðRetÞ�1=4
< 0:75! Ret > 64 ð16Þ

Fig. 1 shows the sensitivity of c and the time scale ratio on the
turbulent Reynolds number. It can be inferred from the figures that
the model is limited to turbulent Reynolds numbers larger than 64.
Besides, supposing that the maximum value for the fine scale
length fraction is one (reaction takes place in the whole CFD com-
putational cell), the model still has no value for the fine scale
length fraction at turbulent Reynolds numbers lower than 20
(see Fig. 1 left).

As explained earlier, the assumptions of the EDC model at low
turbulence flow are no longer valid. The model has no value for c
at turbulent Reynolds numbers lower than 64.

2.4. Hybrid gas phase combustion model

Based on the outcomes of the EDC sensitivity analysis, the
necessity of a model which should be valid for all flow conditions
is inevitable. The idea of such a reaction model which utilises the
benefits of both the FRK and the EBU model first was proposed
by Spalding [7]. The concept is to develop a hybrid reaction model
to be sensitive to the local turbulent Reynolds number of flow.
Therefore, a hybrid reaction model as a combination of both FRK
as well as EDC models has been introduced. In the hybrid model,
the mean chemical reaction (second term in the right hand side
of Eq. (1)) is modelled as:

ðRiÞHybrid ¼
1

1þ Ret

� �
ðRiÞFRK þ

Ret

1þ Ret

� �
ðRiÞEDC ð17Þ
Ret (-)

T r
at

io
(-)

. (14)) (right) on turbulent Reynolds number.
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Fig. 2. Effect of turbulent Reynolds number on the weighting factors in the hybrid
model.
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where (Ri)FRK is the FRK mean reaction rate (Eq. (2)) and the term
(Ri)EDC is the mean reaction rate calculated by the EDC model (Eq.
(12)).

In the laminar range the reaction rate is calculated with pure fi-
nite rate kinetics and in the highly turbulent region with the EDC.
In the transition region around Ret = 64, the overall reaction rate is
calculated as the sum of the weighted reaction rates of finite rate
kinetics and the EDC. In other words, the overall reaction rate is
determined as a linear combination of the two reaction rates.

The weighting factors ((1/1 + Ret) and (Ret/1 + Ret)) are model
parameters of a weight function which gave the best agreement
with measurements for flames A, B and D.

The effect of weighting factors in Eq. (17) on each reaction rate
as a function of turbulent Reynolds number is shown in Fig. 2.

For instance, at zero turbulence (Ret = 0), the transition param-
eter (Ret/1 + Ret = 0) while the transition parameter (1/1 + Ret = 1)
and the reaction rate in controlled by the chemistry and vice versa.
3. Validation cases and numerical set-up

Three round jet flames are chosen for model validations which
were measured by Barlow and Frank [10]. The flames cover lami-
nar (flame A), transition (flame B) and turbulent (flame D) combus-
tion conditions. The burner, consisting of a main round jet and a
concentric pilot, was placed in a wind tunnel. The main jet consists
of a mixture of CH4 with air. The pilot is a lean fuel/air mixture
which is active just for flames B and D for the purpose of flame sta-
bilization, while there is no mass flow rate through the pilot for
flame A. A detailed information concerning the operating condi-
tions for flames A, B and D can be found in [10,31,32].

For all simulations, a 2D axisymmetric domain was used due to
the symmetry of the burner. The computational domain extended
from 10d behind the nozzle exit plane to 100d in the axial direction
and 50d in the radial direction, where d is the main jet diameter. In
order to estimate the velocity and turbulence quantity profiles at
inlet boundaries (main jet and pilot) according to the experiments,
the nozzle with a length of 10d was included in the computational
domain. The applied CFD boundary conditions as well as the flame
configuration are shown in Fig. 3.

The governing equations consist of incompressible Favre-aver-
aged transport equations of continuity, momentum, energy, spe-
cies conservation and the standard k–e equations. The discrete
ordinates (DO) radiation model [33] together with the Weighted-
Sum-of-Gray-Gases (WSGG) method was used to solve the radia-
tive heat transfer equation. A second-order upwind discretisation
scheme was used to solve all governing equations. Solution conver-
gence has been determined by two criterions. Firstly, all the resid-
uals of the solved equations fall below the value of 10�6. The
second convergence criterion is to monitor the concentration of
some species (e.g. CO concentration) at a specified location in the
computational domain which has to be stabilised and does not
change with iterations. The direct integration (DI) of the stiff
ODE system of Eqs. (2) and (12) is very time-consuming due to
the disparity of time-scales involved in the reaction mechanism.
Therefore the In-Situ Adaptive Tabulation (ISAT) algorithm by Pope
[34] has been used to speed-up the CPU-intensive treatment of the
detailed reaction kinetics. In the calculations reported here the
ISAT error tolerance was set to 10�5.
4. Results and discussion

The simulation results for flames A, B and D are presented in
this section. Firstly, flame D is used for validating the CFD grid as
well as the reaction mechanism applied for the subsequent simu-
lations. The importance of differential (molecular) diffusion at
low Reynolds turbulent flames is explained later. Then, it is shown
that flame A could not be simulated with the standard EDC model.
The validity range of the EDC for the simulation of flames A and B is
discussed and finally the simulation results with the hybrid model
for all flames are shown.
4.1. Grid independence and effect of kinetic mechanisms

Two sets of structured grids of 4 and 10 k elements are studied.
The grids are refined close to the nozzle and in the axial direction.
A modified version of the k–e turbulence model with the constant
Ce1 set to 1.58 (instead of 1.44) is used for the simulation of flame D
to compensate for the round jet anomaly [35–37]. However, this
modification leads to an over prediction of the flame temperature
in the axial direction of the flame (see Fig. 4). In this region, the
temperature along the axis is determined by the mixing of the cold
air with the post combustion gases. So, it strongly depends on the
spreading rate determined by the turbulence model applied [38–
40].

The results obtained with both grids exhibited the same perfor-
mance (not shown here), therefore, the grid with 4 k cells was se-
lected to guarantee computational accuracy and to save calculation
time for subsequent simulations (flames A and B).

The influence of the reaction mechanism on the predictions for
flame D is studied by using two different kinetic mechanisms.
DRM-22 [15] is a reduced version of the GRI1.2. [41]. It consists
of 24 species and 104 reversible reactions. The GRI2.11 [14] is a full
kinetic mechanism, which consists of 49 species and 277 reversible
reactions.

Fig. 4 exhibits the results obtained for flame D with both reac-
tion mechanisms. The results are obtained with the EDC on the



Fig. 4. Effect of chemical mechanism on the accuracy of prediction for flame D. Circles: experiment, solid lines: GRI 2.11 mechanism, dashed dotted lines: DRM-22
mechanism.

Table 1
Modified Ce1 values used in the simulations for flames A and B.

Flame A B

Ce1 11 4
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benchmark CFD grid (4k cells) with a modified k–e turbulence
model. The results show that the performance of the DRM-22
mechanism is identical to the detailed GRI2.11 mechanism. Hence,
the DRM-22 is used for the further simulations.

4.2. 2Molecular diffusion effect

In turbulent flows the turbulent diffusion generally overwhelms
laminar diffusion, and the specification of detailed laminar diffu-
sion properties in turbulent flows is usually not necessary. The dif-
fusion flux (Ji) in Eq. (1) is defined as

Ji ¼ � qDi;m þ
lt

Sct

� �
rYi ð18Þ

where the first term on the right-hand side of Eq. (18) is molec-
ular diffusion and the second term expresses the turbulent diffu-
sion. The term, Di,m is the mass diffusion coefficient for species i
in the mixture, and Sct = lt/qDt is the turbulent Schmidt number
(where lt is the turbulent viscosity and Dt is the turbulent diffu-
sivity). However, under combustion conditions at low Reynolds
numbers the effect of molecular diffusion on mixing becomes
comparable to the turbulent diffusion at certain regions in the
flame. This is mainly due to the laminarisation of the flow caused
by high temperatures in the reaction zones [42]. The effect of
molecular diffusion becomes more important when there is H2

in the fuel jet stream and the jet Reynolds number is lower than
10,000 [43]. In order to highlight the effect of differential
Fig. 5. Effect of differential diffusion (diff-diff) on the prediction of temperature and sp
model and DRM-22 mechanism). Circles: experiment, solid lines: diff-diff effect include
diffusion (diff-diff) on the accuracy of the predictions, the simula-
tion of flame B (using EDC with DRM-22 mechanism) is per-
formed with and without the effect of molecular diffusion. To
account for the effect of differential diffusion in the simulation,
diffusion coefficients for each species were represented as a
fourth-order polynomial function of temperature. Fig. 5 shows
the temperature and species mass fraction profiles which have
been compared with experimental data at x/d = 30. The mean
mixture fraction is computed using Bilger’s formula [44]. The re-
sults show the significant role of differential diffusion in the
accuracy of predictions. It is evident that the flame temperature
is underestimated considerably (25%) in case of complete exclu-
sion of molecular diffusion in the simulation. The minor species
(H2 and OH) mass fraction predictions are remarkably improved
by more than 80% when the molecular diffusion is considered
in the simulation. Ignoring differential diffusion has also caused
peak H2O and CO values being under-predicted by 20% and
60%, respectively. As a result, the effect of differential diffusion
at combustion of low and moderate Reynolds numbers cannot
be disregarded.
ecies mass fractions for flame B at x/d = 30 (–) (EDC with modified k–e turbulence
d, dashed dotted lines: diff-diff effect excluded in the simulation.



Fig. 6. Radial profiles of temperature and species mass fractions at different normalised heights of flame B (the EDC model with modified k–e turbulence model and DRM-22
mechanism, diff-diff effect included).

Fig. 7. Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (–) (FRK model with modified k–e turbulence model and DRM-22 mechanism, diff-diff
effect included).
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4.3. 3Evaluation of the standard EDC at low Reynolds conditions

For the evaluation of the standard EDC at low and moderate
Reynolds number, the simulation results for flames A (laminar)
and B (transitional) are presented. Flame A was mainly chosen
for the evaluation of the standard EDC due to its similar flow
conditions prevailing above the fuel bed in biomass combustion
plants. As explained, in the region above the fuel bed the gas
phase mixing and reaction progress is highly influenced by lam-
inar and low turbulent zones. As shown in Section 2.3, the stan-
dard EDC model is not valid in regions with turbulent Reynolds
number less than 64. Therefore, the standard EDC model can be
tested for model evaluation at a low turbulent regime in case of
flame A.

It is worth mentioning, that the experimental data were avail-
able at only two different positions (x/d = 15 and x/d = 30) for flame
B and at one position for flame A (x/d = 10) including the temper-
ature and species mass fraction profiles [10]. The standard k–e tur-
bulence model with a modified Ce1 constant is used in the
simulations. The modified constants are given in Table 1.



x/d = 10 (-)

Fig. 8. Radial profiles of Ret (left vertical axis) and, c (Eq. (7)) (right vertical axis) for
flame A at x/d = 10 (–) (FRK model with modified k–e turbulence model and DRM-22
mechanism, diff-diff effect included).
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Fig. 6 shows the simulation results for flame B in comparison
with measurement data at x/d = 15 and x/d = 30, respectively. The
results are in good agreements with measurement data at both
heights. The results show that the standard EDC together with
the differential diffusion approach gave satisfactorily results in
x/d = 15 (-)

Fig. 9. Radial profiles of Ret (left vertical axis) and, c (Eq. (7)) (right vertical axis) for fla
effect included).

Fig. 10. Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (
22 mechanism and diff-diff effect included). Circles: experiment, solid lines: FRK model
comparison with experimental data even in moderate Reynolds
number conditions.

For the simulation of flame A, the flame was piloted artificially
by means of a small fluid zone attached to the nozzle outlet with a
fixed high temperature value. This zone acted as an ignitor to
establish the flame. However, flame A could not be simulated with
the standard EDC even with artificial piloting. Fig. 7 demonstrates
the simulation results obtained with the FRK model against exper-
imental data for flame A. The results are in good agreement with
experimental data even for minor species (H2 and OH) profiles.
This clearly indicates a good performance of the DRM-22 mecha-
nism and the diffusion model used in this study. However, the
flame temperature as well as species mass fraction profiles are
somewhat over-predicted on the fuel lean side of the flame. The
diffusion model plays, indeed, an important role to predict the
flame characteristics properly.

The EDC sensitivity analysis presented in Section 2.3 confirmed
that the model is not valid below the turbulent Reynolds number
of 64. Therefore, flames A and B are chosen to analyse the validity
range of the model. Fig. 8 shows the distribution of the turbulent
Reynolds number (Ret) and the fine scale length fraction c (Eq.
(4)) in radial direction at x/d = 10 for flame A. Since flame A could
not be simulated with EDC, the fine scale length fraction was cal-
culated according to Eq. (4) from the turbulent quantities k and e
(simulation with the FRK model together with the modified k–e
turbulence model). It is obvious that for flame A Ret is lower than
64 in the whole reaction zone, therefore, the EDC is not valid.
x/d = 30 (-)

mes B (EDC with modified k–e turbulence model and DRM-22 mechanism, diff-diff

–) calculated with FRK and the hybrid model (modified k–e turbulence model, DRM-
, dashed dotted lines: hybrid model.



1/(1+Re t)

Ret /(1+Ret)
x/d = 10 (-)

Fig. 11. Effect of weighting factors on the reaction rate calculation for flame A at x/
d = 10 (–).
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The distribution of both turbulent Reynolds number (Ret) and
the fine scale length fraction at two different heights are also pre-
sented in Fig. 9 for flame B. The turbulent Reynolds number even
for flame B is generally low. Furthermore, it could be shown that
the implemented EDC model in ANSYS� FLUENT� truncates the
fine scale length fraction value to 0.75 for any value of Ret lower
than 64, in order to avoid non-physical values of this quantity.

It can be concluded that the standard EDC model performs well
even in moderate turbulence regimes. However, the results for
flame B showed that the unphysical behaviour of the mean
Fig. 12. Radial profiles of temperature and species mass fractions for flame B at differen
model, DRM-22 mechanism and diff-diff effect included). Circles: experiment, solid line
reaction rate is prevented by clipping the fine scale length fraction
to 0.75. This behaviour of the EDC model is also reported in [18],
whereas the jet Reynolds number is lower than 5000.

In case of flame A, the EDC model even cannot simulate the
flame since the whole reaction domain is out of the EDC validity
range.
4.4. Test of the hybrid combustion model

Fig. 10 shows the predicted temperature and species mass frac-
tion profiles for flame A with the hybrid model in comparison with
the pure FRK model as well as experimental data. The results ob-
tained with the hybrid model are similar to the pure FRK model.
This implies that at low Reynolds conditions the model performs
approximately as the FRK model.

The effect of weighting factors on the reaction rate calculations
is also shown in Fig. 11 at x/d = 10 for flame A. The figure shows
that the term (1/(1 + Ret)) in the reaction zone takes the value of
unity, therefore, the reaction rate is calculated based on the FRK
part in the hybrid model.

The results predicted with the hybrid model for flame B at two
different heights are shown in Fig. 12. The results were also com-
pared with the standard EDC and the FRK models. The predictions
with the hybrid model show better performance than the EDC
model due to the sensitivity of the model to the locally too low tur-
bulent Reynolds number of the flow.

The characteristics of reacting radicals are of high relevance for
an in-depth understanding of the formation process of combustion
emissions. Therefore, both reaction mechanism and gas phase
t heights calculated with EDC, FRK and the hybrid model (modified k–e turbulence
s: EDC model, dashed lines: FRK and dashed dotted lines: hybrid model.



1/(1+Ret)

Ret/(1+Ret)

1/(1+Ret)

Ret /(1+Ret)

x/d = 15 (-) x/d = 30 (-)

Fig. 13. Effect of weighting factors on the reaction rate calculation for flame B at different heights.

Fig. 14. Temperature and species mass fractions predictions for flame D at different normalised axial distances calculated with EDC, FRK and hybrid model (modified k–e
turbulence model, DRM-22 mechanism). Circles: experiment, solid lines: EDC model, dashed lines: FRK model and dashed dotted lines: hybrid model.
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reaction model play an important role for the better prediction of
radicals in the combustion simulation.

The results show that both H2 and OH mass fraction profiles at
both heights are slightly improved with the hybrid model. This is
mainly because of the lower turbulent Reynolds number than the
critical value (see Fig. 9) at these heights, therefore, the contribu-
tion of the FRK part in the hybrid model becomes more relevant.
The effect of weighting factors on the reaction rate calculation is
also presented in Fig. 13 for flame B at two different heights. The
figure shows that the FRK weighting term (1/(1 + Ret)) has a small
effect (maximum value of 0.12 at the height of x/d = 15 and 0.18 at
the height of x/d = 30) on the overall reaction rate calculation at
both heights.

Fig. 14 shows the evaluation of the hybrid model for flame D in
comparison to the standard EDC as well as the FRK model along the
normalised axial direction of the flame. The results show that the
temperature and species mass fractions are over-predicted with
the pure FRK model. The obtained results with the EDC model indi-
cate that by considering the effect of turbulence in the reaction rate
calculation, the over-prediction of temperature and consequently
the species mass fractions caused by the FRK model are supressed.
Although the turbulent Reynolds number is by far higher than
Ret = 64, the FRK part in the hybrid model has a small contribution
to the reaction rate calculation. The results obtained with the hy-
brid model show a slight improvement on the predictions. This is
mainly due to a contribution of the FRK part in the overall reaction
rate calculation, where the predicted CO and O2 species are im-
proved, respectively. The same behaviour is true also for the pre-
dicted CO2 and H2O species calculated with the hybrid model.
5. Summary and conclusion

A new hybrid gas phase combustion model suitable from lami-
nar to turbulent combustion flows is presented. The hybrid model
is a combination of FRK and EDC models, where the reaction rate is
weighted by the local turbulent Reynolds number of the flow. The
lower the turbulent Reynolds number of the flow, the greater the
contribution of the FRK model to the overall reaction rate calcula-
tion in the hybrid model and vice versa. The hybrid model was pro-
grammed in C and coupled with ANSYS� FLUENT�. Also, the
limitation of the EDC at low Reynolds turbulent combustion was
shown. The EDC sensitivity analysis regarding model constants
showed that the EDC is not valid for turbulent Reynolds numbers
lower than 64. Furthermore, the CFD results obtained for flames
A (Re = 1100) and B (Re = 8200) confirmed that the differential dif-
fusion has a profound effect on the accuracy of predictions at low
Reynolds combustion flows. It was found that the standard EDC
was not able to establish flame A, where most of the reaction zones
are located outside of the validity range of the EDC model. The re-
sults with the hybrid model for all flames showed good agreements
with measurement data. The results obtained with hybrid and FRK
models for flame A outline that the hybrid model performs very
similarly to the pure FRK model, since the reaction zones for this
flame are out of the EDC validity range.

The simulation results for flame B with the standard EDC model
show good agreements with experimental results. However, the
simulation with the hybrid model exhibited better performance
to predict the radicals (e.g. OH and H2). The better performance
of the hybrid model in case of flame B can be explained by a greater
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contribution of the FRK model to the overall reaction rate calcula-
tion. Moreover, the simulated results with the hybrid model for
flame D show a better performance of the hybrid model in compar-
ison to the EDC and the pure FRK models.

Concluding, the hybrid model displayed a great potential for
application in all ranges of flow conditions and can be applied for
an improved prediction of gas phase combustion in biomass com-
bustion plants. The model can also be applied for an improved NOx

prediction since it captures radicals with better accuracy than the
standard EDC model.
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